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THREE 
COMPETENCIES  
FOR A MORE 
COLLABORATIVE, 
COMMUNICATIVE 
TECH GOVERNANCE 
Trust is an outcome best achieved by focusing on others. 
So attempts to earn trust should start with understanding 
and involving stakeholders, including citizens. 

New skills will be needed. TIGTech research identified 
three which both embody and include the drivers of trust:

Showing evidence of trustworthiness – 
a new approach to communication 

Building trusted environments for 
governance design 

Involving citizens in governance design – 
‘Nothing about us without us’ 
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Tech governance organisations 
engage with their stakeholders 
in three main ways – through listening, 
co-creation and communication. 
All for the overarching purpose of 
embedding the knowledge gained and 
the perspectives of those stakeholders 
into governance design, application, 
enforcement and outcomes. 

NB: The three skills outlined here focus on listening, co-
creation and communication – we would like to have been 
able to find out more about the all-important process of 
embedding citizen and stakeholder views and priorities within 
governance design and decision making. Unfortunately this 
was not possible – partly because such information appears 
scarce and partly because of the time constraints of the 
project. (We are seeking funding for this in our next phase 
of work).67 
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BUILDING TRUSTED 
ENVIRONMENTS FOR 
COLLABORATIVE 
GOVERNANCE
(This thinking is the result of a collaboration 
between TIGTech and RIVM the National 
Institute for Public Health and the 
Environment, The Netherlands)

The 7 Trust Drivers show how the building of trusted 
environments is important for trust:

▶ Intent – Defining the public interest is a complex
process, a TE is the bedrock of a trustworthy
approach

▶ Competence – A TE is a core process competence,
particularly valuable as tech development becomes
more contested

▶ Respect – The key to this approach is the
demonstration of respect for all participants

▶ Integrity – A TE, linked to ‘goldilocks transparency’,
is a demonstration of integrity in action

▶ Inclusion – A TE effectively facilitates inclusion of
even opposing views

▶ Fairness – The commitment to fairness in this
approach is a demonstration of this Trust Driver
in action

▶ Openness – The right balance of openness and
confidentiality, ‘Goldilocks Transparency’ is a critical
factor in creating a TE
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Why is this important?
New forms of governance – multi-stakeholder initiatives, 
codes of conduct, industry guidelines, ‘agile’ processes 
such as sandboxes and PolicyLabs – often rely for their 
effectiveness on a collaborative approach to governance 
design with the contribution of multiple stakeholders. 
A significant barrier to the effectiveness of this more 
collaborative approach is a lack of trust in the process 
on the part of industry and other stakeholders, including 
other regulatory agencies. This hampers the appropriate 
collaboration, sharing of knowledge and information 
needed to assure health and safety. 

A trusted environment (TE) is therefore needed 
where innovators, regulators and other stakeholders 
are motivated to understand each other’s concerns, 
navigate difficult trade-offs and anticipate and address 
safety/ethical/legal/social issues whilst also facilitating 
the development of safe, sustainable and socially 
beneficial innovations.

The Horizon 2020 research project NanoReg2 
(coordinated by RIVM) identified (primarily 
through discussion with innovators and regulators) 
some of the roots of this mutual distrust in relation 
to nanotechnology safety risk assessment:

Innovators distrusting regulators – 
fear of information misuse

The focus of distrust for innovators was a concern 
that information given to regulators would be misused, 
IP compromised or that regulators would use it against 
them in the process of enforcement. They did not trust 
regulators to respect their concerns and the challenges 
they faced. They also felt that regulators and the 
regulatory system did not have the necessarily tools, 
skills or understanding of the technology with which 
to effectively assess risk.

Regulators distrusting innovators – 
safety an after-thought

The focus of distrust for the regulator was the concern 
that innovators were so focused on their commercial or 
technological goals that safety was put on a back 
burner until the last moment, if it was even considered 
at all. This resulted in the potential for unsafe products 
being placed on the market. 
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What is a Trusted Environment?
A trusted environment could be an institution or a 
process, but it has at its heart two distinct components:

1 A relentless focus on the public interest

2 A trustworthy process, derived from the Trust 
Drivers, embedding an open, inclusive, respectful 
approach which results in a mutually held view 
by all stakeholders that a fair process has been 
undertaken and the outcome achieved. 

In a trusted environment stakeholders and participants 
believe that their views, concerns, context, values and 
constraints will be heard and taken seriously. Everyone 
believes that a pathway to a solution can be reached 
which, although perhaps not perfect for all parties, has 
been developed fairly in the public interest and is 
mutually acceptable. 
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Building blocks for a 
trusted environment 

Trust others first.

Taking a proactive step to trust someone 
first, with the hope and belief, though no 
guarantee, that you will be trusted back, 
significantly increases the likelihood of being 
trusted.74,75,76 Counter-intuitively, this is also 
true of the organisations being regulated. 
An approach which starts with respect and 
an inclination to trust is more likely to 
generate compliance and trustworthy 
behaviour in return. 

“ Government officials who act in a 
trustworthy manner are more likely to 
elicit compliance, and virtually all agree 
that government regulators who trust 
the people they are regulating are 
more likely to evoke trustworthy 
behaviour and compliance”.77

The convenors of a process make a 
conscious commitment to trust participants 
to have good intent, be cooperative and 
participate in good faith. They keep an open 
mind about the potential actions, motivations, 
values and beliefs of all participants and will 
design processes and exhibit personal 
behaviours accordingly.

1
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Seek out diversity of perspective, 
opinion and thought process – and 
be respectful of that diversity.

Distrust of governance processes and 
outcomes is often a result of alternative 
views and dissenting perspectives being 
ignored or silenced.78 This reluctance to take 
seriously or incorporate the concerns of 
others can stem from a clash of values or 
fundamental beliefs, communication styles 
(e.g. ‘emotional’ vs ‘rational’) or organisational 
incentives & goals or other mismatches. 
The personal multifaceted nature of trust 
shows why it may be difficult to find 
common ground. Nobel Prize winning 
economist Daniel Kahneman proposes 
a way around this: ‘don’t try to persuade, 
understand the source of resistance and 

address that’.79 Find out what is the root of 
any conflict or misunderstanding – a clash of 
values or beliefs, communication style, lack 
of residual trustworthiness of or trust in the 
organisation – and address that.

The process design actively seeks out 
diversity and designs processes and 
interventions which respects and takes 
seriously the views and perspectives of all 
stakeholders (including potentially citizens). 

Provide regular opportunity for 
self – and collective reflection.

Reflection to respectfully uncover and 
share different starting points and engage 
in individual and collective exploration of the 
governance context, expectations, values 
and beliefs can be done both individually 
and collectively. This should be done with the 
aim of finding common ground, and building 
the collaboration out of that.

The process design provides regular 
opportunities for self-reflection, particularly 
at the start and at key stages. 

2 3
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Design processes which foster 
cooperation and mutual 
understanding, designing out 
polarisation and conflict.

Mistrust between individuals is often rooted in 
seeing people as ‘other’, not ‘us’.80 Governance 
process design can exacerbate this inclination, 
resulting in conflict, stand-offs and deadlock 
– or it can facilitate mutual understanding,
cooperation and find areas of agreement.

Process design actively seeks to create 
mutual understanding, collaboration and 
cooperation and find areas of agreement 
whilst ensuring respect for diversity of 
perspectives, robustness of debate and 
ensuring all voices are heard. It actively 
designs out process which fosters conflict 
and polarisation. Though of course robust 
debate and disagreement are almost 
inevitable, a proactive approach for working 
these through will also be incorporated.

Design for ‘Goldilocks’ 
transparency – the right balance 
of openness and confidentiality – 
which facilitates sharing and 
builds external trust whilst 
safeguarding information and the 
personal privacy of participants.

The trust of participants and external 
stakeholders may hinge on the perceived and 
actual fairness of its process and outcome. 
Central to earning this trust will be openness 
and transparency – not just between those 
participating, but also in the eyes of external 
stakeholders. Closed processes fuel concern 
about capture by vested interests but ‘warts 
and all’ transparency can make participants 
reluctant to share opinions freely.

Process designers agree in advance 
with participants the desired approach to 
openness, transparency and communication.

Default to collaboration 
and co-creation.

It is challenging to deliver collaboration 
and co-creation whilst still maintaining 
focus and momentum. 

Process design aims to default to 
collaboration without dramatic loss of 
momentum. Openness and clarity about 
definition of roles, dealing with disagreements 
and what decisions must be made together 
and what can be shared or delegated will 
be central to achieving this. 

4 5 6

10



REFERENCES

1 Baroness Onora O’Neill BBC Reith Lectures 
2002. http://www.bbc.co.uk/radio4/reith2002/

2 OECD TrustLab https://www.oecd.org/sdd/
trustlab.htm

3 Edelman Trust Barometer https://www.
edelman.com/research/brand-trust-2020

4 TIGTech research and consultation. TIGTech 
Anchor Document – Kaufmann, T., Gutknecht, 
R., Lindner, R., Schirrmeister, E., Meißner, L. and 
Schmoch, U. (n.d.). ‘Trust, trustworthiness and 
technology governance’, Fraunhofer

5 IEE Specturm 26 September https://spectrum.
ieee.org/energy/nuclear/too-cheap-to-meter-
nuclear-power-revisited

6 Biotechology a solution to hunger? UN 
Chronicle https://www.un.org/en/chronicle/
article/biotechnology-solution-hunger

7 Initial US National Cancer Institute’s 2004 
aspiration now unavailable on their website. 
See here Ontario Health Assessment analysis 
https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC3379172/

8 The impact of AI on work is widely discussed.  
Information on The Singularity https://en.
wikipedia.org/wiki/Technological_singularity

9 SocietyInside/Matter Building Confidence in 
Innovative Technologies – what stakeholders 
expect and how companies can respond. 
http://societyinside.com/building-confidence-
innovative-technologies

10 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492–493. Available at: https://
www.annualreviews.org/doi/pdf/10.1146/
annurev.polisci.3.1.475

11 “Nothing About Us Without Us — Mantra for a 
Movement”, Huffington Post. 2017 https://www.
huffpost.com/entry/nothing-about-us-without-
us-mantra-for-a-movement_b_59aea450e4b0
c50640cd61cf

12 Patel M, 2019. Understanding people. EFSA 
Journal 2019;17(S1):e170716, 10 pp. https://doi.
org/10.2903/j.efsa.2019.e170716 https://efsa.
onlinelibrary.wiley.com/doi/pdf/10.2903/j.
efsa.2019.e170716

13 Thanks to Stephan Herrera from Cambium 
Biomaterials for leading us to that insight.

14 BBC (2002). ‘Onora O’Neill: A question of trust’. 
The Reith Lectures [online recording]. Available 
at: https://www.bbc.co.uk/programmes/
p00ghvd8

15 Ostrom, E., Walker, J. (Eds.). (2005). Trust and 
Reciprocity: Interdisciplinary Lessons for 
Experimental Research. New York: Russell Saga 
Foundation.

16 Bregman, R. (2020). Humankind: A Hopeful 
History. London: Bloomsbury Publishing.

17 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492–493. Available at: https://
www.annualreviews.org/doi/pdf/10.1146/
annurev.polisci.3.1.475

18 Trust and Reciprocity: Interdisciplinary Lessons 
from Experimental Research: Elinor Ostrom, 
James Walker (Eds.); Russell Sage Foundation, 
New York, NY, 2003

19 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492-493. Available at:  
https://www.annualreviews.org/doi/
pdf/10.1146/annurev.polisci.3.1.475

REFERENCE NUMBERS IN THIS DOCUMENT REFER 
TO THOSE IN THE FULL DOCUMENT REPRODUCED 
IN ENTIRET Y BELOW

11



20 Moran, J. (1st March 2018). ‘The university: a 
guide for depressives’ [online blog]. Available 
at: https://joemoran.net/journalism/long-reads/
the-university-a-guide-for-depressives/

21 TIGTech Anchor Document – Kaufmann, T., 
Gutknecht, R., Lindner, R., Schirrmeister, E., 
Meißner, L. and Schmoch, U. (n.d.). ‘Trust, 
trustworthiness and technology governance’, 
Fraunhofer

22 Food Standards Agency, Trust in a changing 
world, Trust Deliberative Forums research 2018 
https://www.food.gov.uk/research/research-
projects/trust-in-a-changing-world

23 Marchant, G. E. (2019). ‘Values, ethics and 
innovation council: Embedding values in 
government regulation of technology’. World 
Economic Forum [scoping paper]. Available on 
request from Hilary Sutcliffe, TIGTech.

24 TIGTech research and consultation. TIGTech 
Anchor Document – Kaufmann, T., Gutknecht, 
R., Lindner, R., Schirrmeister, E., Meißner, L. and 
Schmoch, U. (n.d.). ‘Trust, trustworthiness and 
technology governance’, Fraunhofer

25 Science and technology studies, responsible 
research and innovation has an extensive 
literature concerns about the use of technology, 
which has been summarised here. Reports 
available on SocietyInside website [www.
societyinside.com] and within the Fraunhofer 
ISI anchor document, together with findings 
from the TIGTech stakeholder consultation.

26 OECD (2017). ‘Trust and public policy: How 
better governance can help rebuild public trust’. 
OECD Public Governance Reviews. Paris: OECD 
Publishing. Doi: 10.1787/22190414.

27 Forsyth, P. B., Adams, C. M., and Hoy, W. K. 
(2011). Collective Trust: Why Schools Can’t 
Improve Without It. London: Teachers College 
Press, p. 21. Doi: 10.13140/RG.2. 1.2673.1684

28 Personal conversation with the review’s author 
Richard Judge as part of TIGTech consultation.

29 Food Standards Agency, Trust in a changing 
world, Trust Deliberative Forums research 2018 
https://www.food.gov.uk/research/research-
projects/ trust-in-a-changing-world

30 Baroness Onora O’Neill BBC Reith Lectures 
2002. http://www.bbc.co.uk/radio4/reith2002/

31 Rethinking Regulators, From watchdogs of 
industry to champions of the public, PA 
Consulting. 2018 https://www.paconsulting.
com/insights/2018/rethinkingregulators/

32 Lofsted RE, 2004. Risk communication and 
management in the 21st century. International 
Public Management Journal, 7. 335–346.

33 Bason, C. (2013). ‘Public managers as 
innovators: In search of design attitude’. Ethos, 
12. Available at: https://www.csc.gov.sg/
articles/public-managers-as-innovators-in-
search-of-design-attitude

34 Soeteman-Hernandez, L.G., Apostolova, M.A., 
Bekker, C., Braakhuis, H.M., Dekkers, S., 
Grafström, R.C., Handzhiyski, Y., Herbeck-Engel, 
P., Hoehener, K., Jeliazkova, N.., Karagkiozaki, V., 
Kelly, S., Kraegeloh, A., Logothetidis, S., 
Micheletti, C., Nymark, P., Oosterwijk, T., 
Sanchez Jiménez, A., Sips, A.J., Sluijters, T., 
Suarez- Merino, B., Tavernaro, I., van Engelen, J., 
Wijnhoven, S.W.P., and Noorlander, C.W. (2019) 
Safe Innovation Approach: Towards an agile 
system for dealing with innovations. Materials 
Today Communications (https://doi.
org/10.1016/j.mtcomm.2019.100548 ).

12



35 Sutcliffe, H. (2011). ‘A report on responsible 
research and innovation’. MATTER and the 
European Commission [online report]. Available 
at: https://ec.europa.eu/research/science-
society/document_library/pdf_06/rri-report-
hilary-sutcliffe_en.pdf.

36 RRI-Tools – a website providing tools and 
resources for those wishing to understand 
more about the practice of responsible 
research and innovation https://www.rri-tools.
eu

37 UN Sustainable Development Goals https://
sdgs.un.org/goals

38 Soeteman-Hernandez, L.G., Apostolova, M.A., 
Bekker, C., Braakhuis, H.M., Dekkers, S., 
Grafström, R.C., Handzhiyski, Y., Herbeck-Engel, 
P., Hoehener, K., Jeliazkova, N.., Karagkiozaki, V., 
Kelly, S., Kraegeloh, A., Logothetidis, S., 
Micheletti, C., Nymark, P., Oosterwijk, T., 
Sanchez Jiménez, A., Sips, A.J., Sluijters, T., 
Suarez- Merino, B., Tavernaro, I., van Engelen, J., 
Wijnhoven, S.W.P., and Noorlander, C.W. (2019) 
Safe Innovation Approach: Towards an agile 
system for dealing with innovations. Materials 
Today Communications (https://doi.
org/10.1016/j.mtcomm.2019.100548 ).

39 https://www.psychologytoday.com/gb/blog/
out-the-darkness/201201/slighting-the-
dangers-being-disrespected

40 Lind, EA, et al (1990 “In the eye of the beyolder, 
Tort litigants’ evaluation of their experiences in 
the civil justice system. Law and Society 
Review, Vol 24 No4 pp953–96. Via OECD Trust 
and public policy.

41 OECD (2017). ‘Trust and public policy: How 
better governance can help rebuild public trust’. 
OECD Public Governance Reviews. Paris: OECD 
Publishing. Doi: 10.1787/22190414.

42 Heffernan, M. (2011). Willful blindness: Why we 
ignore the obvious at our peril. Toronto: 
Doubleday Canada.

43 Late lessons from early warnings: Science, 
precaution, innovation. Copenhagen: European 
Environment Agency. https://www.eea.europa.
eu/publications/late-lessons-2

44 OECD Recommendation on Public Integrity 
http://www.oecd.org/gov/ethics/
recommendation-public-integrity/

45 OECD Recommendation on Public Integrity 
http://www.oecd.org/gov/ethics/
recommendation-public-integrity/

46 Ruth Steinholtz and Chris Hodges Ethical 
Business Practice and Regulation, A 
Behavioural and Values-Based Approach to 
Compliance and Enforcement, Hart Publishing, 
https://www.bloomsburyprofessional.com/uk/
ethical-business-practice-and-
regulation-9781509916368/

47 Wallach, W. (2015). A Dangerous Master: How to 
Keep Technology from Slipping Beyond our 
Control. New York: Basic Books.

48 Nesta resources on Anticipatory Governance. 
Available online at: https://www.nesta.org.uk/
feature/innovation-methods/anticipatory-
regulation/

49 World Economic Forum (January 2018). Agile 
Governance: Reimagining Policy-making in the 
Fourth Industrial Revolution [white paper]. 
Available at: http://www3.weforum.org/docs/
WEF_Agile_Governance_Reimagining_Policy-
making_4IR_report.pdf

50 Marchant, G. E., Allenby, B. (2017). ‘Soft law: 
New tools for governing emerging 
technologies’. Bulletin of the Atomic Scientists, 
73(2): pp. 108–114. DOI: 
10.1080/00963402.2017.1288447

13



51 SocietyInside/Matter Building Confidence in 
Innovative Technologies – what stakeholders 
expect and how companies can respond. 
http://societyinside.com/building-confidence-
innovative-technologies

52 Investopedia, Regulatory Capture https://www.
investopedia.com/terms/r/regulatory-capture.
asp#:~:text=Regulatory%20capture%20is%20
an%20economic%20theory%20that%20
regulatory%20agencies%20may,is%20
supposed%20to%20be%20regulating.

53 Adapted from conversations with Roger Miles 
and his book Roger Miles, Conduct Risk 
Management: a behavioural approach (Kogan 
Page, 2017)

54 Lya G. Soeteman-Hernándeza,*, Cindy Bekkera, 
Monique Groenewold, Paula Jantunenb, 
Agnieszka Mechb, Kirsten Rasmussenb, Juan 
Riego Sintesb, Adriënne J.A.M. Sips, Cornelle 
W. Noorlandera Perspective on how regulators
can keep pace with innovation: Outcomes of a
European Regulatory Preparedness Workshop
on nanomaterials and nanoenabled products

55 https://en.m.wikipedia.org/wiki/Jurisdictional_
arbitrage

56 OECD (10th June 2020). Innovative Citizen 
Participation and New Democratic Institutions: 
Catching the Deliberative Wave. Paris: OECD 
Publishing, https://doi.org/10.1787/339306da-
en.

57 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492–493. Available at:  
https:// www.annualreviews.org/doi/
pdf/10.1146/ annurev.polisci.3.1.475

58 TIGTech term covering multi-stakeholder 
governance design processes, such as codes of 
conduct, ethical guidelines etc as well as 
describing a closer more collaborative 
relationship with business and stakeholders 
which takes place in new approaches such as 
Sandboxes and Policy labs. See also Marchant, 
Gary, Allenby, Brad 2017/02/15 Soft law: New 
tools for governing emerging technologies 
10.1080/00963402.2017.1288447 Bulletin of the 
Atomic Scientists https://www.researchgate.
net/publication/313788116_Soft_law_New_
tools_for_governing_emerging_technologies 
Also World Economic Forum White Paper – 
Agile Governance, re-imagining policy making 
in the 4th Indistrial Revolution. http://www3.
weforum.org/docs/WEF_Agile_Governance_
Reimagining_Policy-making_4IR_report.pdf

59 TIGTech research and consultation

60 Rethinking Regulators, From watchdogs of 
industry to champions of the public, PA 
Consulting. 2018 https://www.paconsulting.
com/insights/2018/rethinkingregulators/

61 TIGTech consultation

62 OECD trust and public policy, Chapter 4, 
Regulations, Fairness and Trust. P67

63 Professor Robert Winston, Bad Ideas, an 
Arresting History of our Inventions. 2010. 
Bantam Press

64 Thomas Piketty, Capitalism and Ideology. 2020. 
Harvard University Press. Translated by Arthur 
Goldhammer

65 Principles of Procedural Justice https://www.
beyondintractability.org/essay/procedural_
justice

66 The IEEE Global Initiative on Ethics of 
Autonomous and Intelligent Systems, Ethicall 
Aligned Design https://standards.ieee.org/
content/dam/ieee-standards/standards/web/
documents/other/ead_v2.pdf, Ethics traditions 
in AI https://standards.ieee.org/content/dam/
ieee-standards/standards/web/documents/
other/ead1e_classical_ethics.pdf

14

https://www.annualreviews.org/doi/pdf/10.1146/ annurev.polisci.3.1.475
https://www.annualreviews.org/doi/pdf/10.1146/ annurev.polisci.3.1.475


67 Nesta Centre for Collective Intelligence Design. 
https://www.nesta.org.uk/project/centre-
collective-intelligence-design/

68 Food Standards Agency, Trust in a changing 
world, Trust Deliberative Forums research 2018 
https://www.food.gov.uk/research/research-
projects/trust-in-a-changing-world

69 FSA Consumer Attitudes towards Emerging 
Technologies Research 2020 https://www.food.
gov.uk/research/research-projects/consumer-
attitudes-towards-emerging-technologies-0

70 Rethinking Regulators, From watchdogs of 
industry to champions of the public, PA 
Consulting. 2018 https://www.paconsulting.

71 SocietyInside Building Confidence in Emerging 
Technologies – what stakeholders expect and 
how companies can respond. http://
societyinside.com/building-confidence-
innovative-technologies

72 Personal conversation with Peter Thompson, 
HFEA as part of TIGTech consultation.

73 FSA Consumer Attitudes towards Emerging 
Technologies Research 2020 https://www.food.
gov.uk/research/research-projects/consumer-
attitudes-towards-emerging-technologies-0

74 Ostrom, E., Walker, J. (Eds.). (2005). Trust and 
Reciprocity: Interdisciplinary Lessons for 
Experimental Research. New York: Russell Saga 
Foundation.

75 Bregman, R. (2020). Humankind: A Hopeful 
History. London: Bloomsbury Publishing.

76 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492–493. Available at: https://
www.annualreviews.org/doi/pdf/10.1146/
annurev.polisci.3.1.475

77 Levi, M., Stoker, L. (2000). ‘Political trust and 
trustworthiness’. Annual Review of Political 
Science, 3(1), pp. 492–493. Available at: https://
www.annualreviews.org/doi/pdf/10.1146/
annurev.polisci.3.1.475

78 TIGTech consultation. TIGTech Anchor 
Document – Kaufmann, T., Gutknecht, R., 
Lindner, R., Schirrmeister, E., Meißner, L. and 
Schmoch, U. (n.d.). ‘Trust, trustworthiness and 
technology governance’, Fraunhofer 

79 Kahneman, D. (2011). Thinking, Fast and Slow. 
New York: Farrar, Straus and Giroux.

80 Bregman, R. (2020). Humankind: A Hopeful 
History. London: Bloomsbury Publishing.

81 OECD (10th June 2020). Innovative Citizen 
Participation and New Democratic Institutions: 
Catching the Deliberative Wave. Paris: OECD 
Publishing, https://doi.org/10.1787/339306da-
en.

82 Fact of Fiction 5 Myths of Citizen Engagement 
https://www.involve.org.uk/resources/
knowledge-base/fact-or-fiction

83 Ibid. OECD (10th June 2020).

84 Nesta UK (2016). In Conversation with Beth 
Simone Noveck [online video]. Available at: 
https://vimeo.com/157312526

85 Sciencewise (n.d.) Supporting Socially Informed 
Policy Making [online website]. Available at: 
https://sciencewise.org.uk/

86 Syed, M. (2019). Rebel Ideas: The Power of 
Diverse Thinking. London: John Murray.

87 OECD (10th June 2020). Innovative Citizen 
Participation and New Democratic Institutions: 
Catching the Deliberative Wave. Paris: OECD 
Publishing, https://doi.org/10.1787/339306da-
en.

88 Ibid. Marchant, G. E. (2019).

15



89 Case Study Medial Frontiers: Debating 
Mitochondrial Replacement, Sciencewise for 
Human Fertilisation and Embryology Authority 
(HFEA) https://sciencewise.org.uk/wp-content/
uploads/2018/09/Mitochondrial-Replacement-
Therapy-Case-Study.pdf

90 Tett, G. (12th February 2020). ‘Gerrymandering, 
America’s other border crises’. Financial Times 
[online article]. Available at: https://www.ft.
com/content/5b5e580e-4d29-11ea-95a0-
43d18ec715f5

91 https://www.americanprogress.org/issues/
democracy/news/2019/10/01/475166/impact-
partisan-gerrymandering/

92 https://www.americanprogress.org/issues/
democracy/news/2019/10/01/475166/impact-
partisan-gerrymandering/

93 Ballotpedia (n.d.). Independent Redistricting 
Commissions [online article]. Available at: 
https://ballotpedia.org/Independent_
redistricting_commissions

94 Youngs, R. (30th July 2019). ‘Can citizen 
participation really revive European 
democracy?’. Carnegie Europe [online article]. 
Available at: https://carnegieeurope.
eu/2019/07/30/can-citizen-participation-really-
revive-european-democracy-pub-79588

95 Participedia (n.d.). Citizen Involvement in 
Covid-19 [online website]. Available at: https://
sites.google.com/participedia.net/
citizensvoicescovid

96 Sutcliffe, H. (April 16th 2020). Trust and 
COVID-19 [online article]. Available at: https://
medium.com/@hilary_4230/trust-and-covid-
19-bb63d61def90

97 Horton, C. (21st August 2018). ‘The simple but 
ingenious systems Taiwan uses to crowdsource 
its laws’. MIT Technology Review [online article]. 
Available at: https://www.technologyreview.
com/s/611816/the-simple-but-ingenious-
system-taiwan-uses-to-crowdsource-its-laws/

98 Miller, C. (26th November 2019). ‘Taiwan is 
making democracy work again. It’s time we 
paid attention’ [online article]. Available at: 
https://www.wired.co.uk/article/taiwan-
democracy-social-media

99 Ibid. Miller, C. (26th November 2019).

100 Tsungai Zisengwe, M. (6th March 2019). Can 
Radical Transparency Increase Trust Between 
Government and Citizens? [online article]. 
Available at: https://medium.com/civictech/
can-radical-transparency-increase-trust-
between-government-and-citizens-
117842cbf09f

101 Lewis-Kraus, G. (18th June 2020) How to Make 
Government Trustworthy Again [online article]. 
Available at: https://www.wired.com/story/
how-to-make-government-trustworthy-again/

102 Ibid. Tsungai Zisengwe, M. (6th March 2019).

103 Ibid. Lewis-Kraus, G. (18th June 2020).

104 Van Lange, P. A., Vinkhuyzen, A. A., Posthuma, 
D. (2014). ‘Genetic influences are virtually
absent for trust’. PloS one, 9(4), e93880.
Available at: https://doi.org/10.1371/journal.
pone.0093880

105 Wootton, R. E. (2018). ‘The genetics of trust’. 
eLS, pp. 1–9. Available at: https://doi.
org/10.1002/9780470015902.a0027868 

106 Kosfeld, M., Heinrichs, M., Zak, P., Fischbacher, 
U., Fehr, E. (2005). ‘Oxytocin increases trust in 
humans’. Nature, 435, pp. 673–676. Available at: 
https://doi.org/10.1038/nature03701

107 Kahneman, D. (2011). Thinking, Fast and Slow. 
New York: Farrar, Straus and Giroux.

108 Benson, B. (2016). Cognitive Bias Codex [online 
graphic]. Available at: https://upload.wikimedia.
org/wikipedia/commons/1/18/Cognitive_Bias_
Codex_-_180%2B_biases%2C_designed_by_
John_Manoogian_III_%28jm3%29.jpg

16

https://doi.org/10.1038/nature03701
https://upload.wikimedia.org/wikipedia/commons/1/18/Cognitive_Bias_Codex_-_180%252525252525252B_biases%252525252525252C_designed_by_John_Manoogian_III_%2525252525252528jm3%2525252525252529.jpg
https://upload.wikimedia.org/wikipedia/commons/1/18/Cognitive_Bias_Codex_-_180%252525252525252B_biases%252525252525252C_designed_by_John_Manoogian_III_%2525252525252528jm3%2525252525252529.jpg
https://upload.wikimedia.org/wikipedia/commons/1/18/Cognitive_Bias_Codex_-_180%252525252525252B_biases%252525252525252C_designed_by_John_Manoogian_III_%2525252525252528jm3%2525252525252529.jpg
https://upload.wikimedia.org/wikipedia/commons/1/18/Cognitive_Bias_Codex_-_180%252525252525252B_biases%252525252525252C_designed_by_John_Manoogian_III_%2525252525252528jm3%2525252525252529.jpg


109 van der Kolk, B. A. (2014). The Body Keeps the 
Score. New York: Viking.

110 Ibid. Syed, M. (2019).

111 Information supplied by Neil Sykes https://
www.linkedin.com/in/neil-sykes-2b9a6b21/

112 Yale Law School (n.d.). The Cultural Cognition 
Project [online website]. Available at: http://
www.culturalcognition.net/.

113 Kahneman, D. (2011). Thinking, fast and slow. 
New York: Farrar, Straus and Giroux

114 Unattributed personal discussion with 
Hilary Sutcliffe.

115 Kahan, D., Slovic, P., Braman, D., Gastil, J., 
(2006). ‘Fear of democracy: A cultural critique 
of sunstein on risk’. Harvard Law Review, 119, 
pp. 1071–1109.

116 Breckenridge, J., Jones, D., (2009). ‘Demystifying 
theoretical sampling in grounded theory 
research’. Grounded Theory Review, 2(8). 
Available online at: http://
groundedtheoryreview.com/2009/06/30/847/.

117 Design Council (n.d.). What is the Framework for 
Innovation? Design Council’s Evolved Double 
Diamond [online article]. Available at: https://
www.designcouncil.org.uk/news-opinion/
what-framework-innovation-design-councils-
evolved-double-diamond

Designed and typeset by Effusion17

http://digitalcommons.law.yale.edu/cgi/viewcontent.cgi?article=1103&context=fss_papers
http://digitalcommons.law.yale.edu/cgi/viewcontent.cgi?article=1103&context=fss_papers
http://www.effusion.co.uk/





